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Abstract 

This chapter will map the ethical and legal challenges posed by artificial intelligence (AI) 

in health care and suggest directions for resolving them. Section 1 will briefly clarify what AI is 

and Section 2 will give an idea of the trends and strategies in the United States (U.S.) and Europe, 

thereby tailoring the discussion to the ethical and legal debate of AI-driven health care. This will 

be followed in Section 3 by a discussion of four primary ethical challenges, namely (1) informed 

consent to use, (2) safety and transparency, (3) algorithmic fairness and biases, and (4) data 

privacy. Section 4 will then analyze five legal challenges in the U.S. and Europe: (1) safety and 

effectiveness, (2) liability, (3) data protection and privacy, (4) cybersecurity, and (5) intellectual 

property law. Finally, Section 5 will summarize the major conclusions and especially emphasize 

the importance of building an AI-driven health care system that is successful and promotes trust 

and the motto “Health AIs for All of Us”.  

Keywords: Artificial Intelligence (AI), ethical challenges, U.S. and EU law, safety and 

effectiveness, data protection and privacy  
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From clinical applications in areas such as imaging and diagnostics to workflow 

optimization in hospitals to the use of health apps to assess an individual’s symptoms, many 

believe that artificial intelligence (AI) is going to revolutionize health care. Economic forecasters 

have predicted explosive growth in the AI health market in the coming years; according to one 

analysis, the market size will increase more than tenfold between 2014 and 2021 (Accenture, 

2017). With this growth comes many challenges, and it is crucial that AI is implemented in the 

health care system ethically and legally. This chapter will map the ethical and legal challenges 

posed by AI in health care and suggest directions for resolving them.  

We will begin by briefly clarifying what AI is and giving an overview of the trends and 

strategies concerning ethics and law of AI in health care in the United States (U.S.) and Europe. 

This will be followed by an analysis of the ethical challenges of AI in health care. We will 

discuss four primary challenges: (1) informed consent to use, (2) safety and transparency, 

(3) algorithmic fairness and biases, and (4) data privacy. We then shift to five legal challenges in 

the U.S. and Europe, namely (1) safety and effectiveness, (2) liability, (3) data protection and 

privacy, (4) cybersecurity, and (5) intellectual property law. To realize the tremendous potential 

of AI to transform health care for the better, stakeholders in the AI field, including AI makers, 

clinicians, patients, ethicists, and legislators, must be engaged in the ethical and legal debate on 

how AI is successfully implemented in practice. 
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Table. 1: Overview of this Chapter  

 

1 Understanding “Artificial Intelligence” (AI) 

The term “artificial intelligence”, or in abbreviated form “AI”, is widely used in society 

but its precise meaning is contested both in scholarly work and legal documents and we will not 

insist on a single definition here but instead pick out a few sub-types: Machine Learning (ML), a 

subset of AI, has been the most popular approach of current AI health care applications in recent 

times since it allows computational systems to learn from data and improve their performance 

without being explicitly programmed (Mehta and Devarakonda, 2018, p. 2020). Deep learning, a 

subset of ML, employs artificial neural networks with multiple layers to identify patterns in very 

large data sets (Yu, Beam, and Kohane, 2018, p. 720; Mehta and Devarakonda, 2018, p. 2020). 

Most notably, as we will see below, there are additional ethical and legal challenges in cases 

1 Understanding AI

2 Trends and Strategies

Challenges

4 Legal

4.1 Safety and Effectiveness

4.2 Liability

4.3 Data Protection and Privacy

4.4 Cybersecurity

4.5 Intellectual Property Law

3 Ethical

3.1 Informed Consent to Use

3.2 Safety and Transparency

3.3. Algorithmic Fairness and Biases

3.4 Data Privacy
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where ML algorithms are closer to “black boxes” (i.e., the results are very difficult for clinicians 

to interpret fully) (Yu et al., 2018, p. 727; Mehta and Devarakonda, 2018, pp. 2019–2021).  

2 Trends and Strategies 

In this section we discuss the U.S. and Europe’s strategies for AI and how they strive to 

compete against their biggest competitor China, thereby tailoring the discussion to the ethical 

and legal debate of AI in health care and research. We will also look at AI trends and discuss 

some examples of AI products that are already in clinical use in the U.S. and Europe. 

2.1 U.S. 

During Barack Obama’s presidency, the U.S. Government’s reports on AI emphasized, 

among other things, the applications of AI for the public good as well as aspects of fairness, 

safety, and governance (U.S. Government, 2016a, pp. 13, 14 and 30–34, 2016b, and 2016c). One 

of the reports also stressed the need to improve fairness, transparency, and accountability-by-

design as well as building ethical AI (U.S. Government, 2016b, pp. 26, 27).  

Since Donald Trump’s presidency, the U.S. AI strategy has shifted to a more free market-

oriented approach (Dutton, 2018). The White House, for instance, hosted the Artificial 

Intelligence for American Industry Summit in May 2018. One of the key takeaways from the 

summit breakout discussions was that the Trump Administration aims to remove regulatory 

barriers to AI innovations (White House, 2018, pp. 3, 5). In July 2018, the Executive Office of 

the President announced that American leadership in AI is one of the top Administration R&D 

budget priority areas for 2020 (pp. 1, 2). In February 2019, Trump signed the “Executive Order 

on Maintaining American Leadership in Artificial Intelligence” to address the criticism that the 

U.S. has taken a hands-off approach to AI in contrast to other countries such as China (White 

House, 2019; Knight, 2019). With this executive order, Trump launched a coordinated Federal 
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Government strategy, namely the American AI Initiative, guided by five key areas of emphasis: 

(1) investing in AI R&D, (2) unleashing AI resources, (3) setting AI governance standards, (4) 

building the AI workforce, and (5) international engagement and protecting the advantage of the 

U.S. in AI (White House, 2019; U.S. Government, 2019).  

Only recently, in January 2020, the White House published draft guidance for the 

regulation of AI applications. It contains ten principles that agencies should consider when 

formulating approaches to AI applications: (1) public trust in AI, (2) public participation, (3) 

scientific integrity and information quality, (4) risk assessment and management, (5) benefits and 

costs, (6) flexibility, (7) fairness and non-discrimination, (8) disclosure and transparency, (9) 

safety and security, and (10) interagency coordination (White House, 2020a). In February 2020, 

the Whitehouse also published an annual report on the American AI Initiative, summarizing the 

progress made since Trump signed the executive order. This report, for example, highlights that 

the U.S. led historic efforts on the development of the Organization for Economic Co-operation 

and Development (OECD) Principles of AI that were signed by over 40 countries in May 2019 to 

promote innovative and trustworthy AI and respect democratic values and human rights (White 

House, 2020b; OECD, 2019). In June 2019, the G20 also released AI Principles drawn from the 

OECD Principles of AI (White House, 2020b, p. 22; G20, 2019).  

The White House has also launched a new website (“AI.gov”) that focuses on AI for the 

American people and aims to provide a platform for those who wish to learn more about AI and 

its opportunities.  

There are also numerous AI-related bills that have been introduced in the U.S. Congress 

since Trump’s inauguration on 20 January 2017, such as the SELF DRIVE Act (H.R.3388), the 

FUTURE of Artificial Intelligence Act of 2017 (H.R.4625 and S.2217), and the AI JOBS Act of 
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2019 (H.R.827). The SELF DRIVE Act is the only bill that has passed one chamber (i.e., the 

U.S. House of Representatives), and none of these bills are directly related to the ethical and 

legal aspects of AI in health care. However, the two bills of the FUTURE of Artificial 

Intelligence Act of 2017, for example, stipulates the Secretary of Commerce to set up a Federal 

advisory committee that shall provide advice to the Secretary (Sec.4(a) and (b)(1)). This 

committee shall also study and assess, inter alia, how to incorporate ethical standards in the 

development and implementation of AI (Sec.4(b)(2)(E)) or how the development of AI can affect 

cost savings in health care (Sec.4(b)(2)(L)). There are also legal developments related to AI at 

state and local levels (FLI Team, 2019). For instance, the State of California unanimously 

adopted legislation in August 2018 (ACR-215) endorsing the 23 Asilomar AI principles (FLI 

Team, 2018 and 2019).  

AIs are already in clinical use in the U.S. In particular, AI shows great promise in the 

areas of diagnostics and imaging. In total, the FDA has already cleared or approved around 40 

AI-based medical devices (Topol, 2019; The Medical Futurist, 2019). For example, in January 

2017, Arterys received clearance from the U.S. Food and Drug Administration (FDA) for its 

medical imaging platform as the first ML application to be used in clinical practice (FDA, 2017a; 

Marr, 2017). It was initially cleared for cardiac magnetic resonance (MR) image analysis, but 

Arterys has meanwhile also received clearance from the FDA for other substantially equivalent 

devices (Arterys, 2019).  

IDx-DR is the first FDA authorized AI diagnostic system that provides an autonomous 

screening decision without the need for a human being to interpret the image or results 

additionally (FDA, 2018a; IDx Technologies Inc., 2018). In April 2018, the FDA permitted 

marketing of this AI-based device to detect more than a mild level of the eye condition diabetic 
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retinopathy in adult patients (ages 22 and older) diagnosed with diabetes (FDA, 2018a and 

2018b). The physician uploads the images of the patient’s retinas to a cloud server, and the IDx-

DR software then provides the physician with the recommendation either to rescreen in 12 

months or to refer the patient to an eye specialist when more than mild diabetic retinopathy is 

detected (FDA, 2018a). 

In May 2018, the FDA also granted marketing authorization for Imagen’s software 

OsteoDetect for helping clinicians in detecting a common type of wrist fracture, called distal 

radius fracture, in adult patients (FDA, 2018c and 2018d). OsteoDetect uses ML techniques to 

analyze two-dimensional X-ray images to identify and highlight this type of fracture (FDA, 

2018c and 2018d).  

2.2 Europe 

The European Commission adopted its AI strategy for Europe in April 2018. In this 

Communication, the Commission (2018a, pp. 3, 13–16) launched a European initiative on AI 

that aims to, inter alia, ensure an appropriate ethical and legal framework, for example, by 

creating a European AI Alliance and developing AI ethics guidelines. The Commission (2018a, 

p. 6) also stresses in this Communication that the entire European Union (EU) should strive to 

increase the (public and private) investment in AI to at least € 20 billion by the end of 2020.  

The European Commission’s High-Level Expert Group on AI (AI HLEG) – which was 

appointed by the European Commission in June 2018 and is also the steering group for the 

European AI Alliance – published the Ethics Guidelines in April 2019. The Guidelines promote 

the slogan “Trustworthy AI” and contain seven key requirements that AI systems need to fulfill 

in order to be trustworthy: “(1) human agency and oversight, (2) technical robustness and safety, 

(3) privacy and data governance, (4) transparency, (5) diversity, non-discrimination and fairness, 
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(6) environmental and societal well-being and (7) accountability” (AI HLEG, 2019a, p. 2). For 

the purpose of its deliverables, the AI HLEG also published a document on the definition of AI 

(AI HLEG, 2019b). Further, in June 2019, the AI HLEG published another deliverable that 

provides “Policy and Investment Recommendations for Trustworthy AI” (AI HLEG, 2019c).  

The European Commission (2018a, p. 17) encourages all EU Member States to develop a 

national AI strategy, and several States have already released one such as the United Kingdom 

(UK) (House of Lords, 2018; UK Government, 2018; UK Department of Health and Social Care, 

2019) and Germany (German Federal Government, 2018). The European Commission (2018b) 

also agreed upon a coordinated plan on AI with EU Member States, Norway, and Switzerland in 

December 2018 to promote the development and use of AI in Europe. The overall goal of 

working together is to ensure that Europe becomes the world-leading region for the development 

and application of “cutting-edge, ethical and secure AI” (European Commission, 2018b). 

Only recently, in February 2020, the European Commission released a White Paper on AI 

that contains a European approach to excellence and trust. At the same time, the Commission 

also published a Communication on a European strategy (2020b) for data and a Report on the 

liability implications and safety of AI, the Internet of Things (IoT), and robotics (2020c). The 

Commission’s White Paper, in particular, emphasizes that “Europe can combine its technological 

and industrial strengths with a high-quality digital infrastructure and a regulatory framework 

based on its fundamental values to become a global leader in innovation in the data economy and 

its applications” (European Commission, 2020a).  

There are also already AI health applications in Europe, and more are in the pipeline. For 

example, Ada (2020) is an AI health app that assesses an individual’s symptoms and gives 

guidance (e.g., suggest to the user a visit to a doctor or to seek emergency care). Ada (2020) has 
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been CE-marked (Class I) in Europe – a basic requirement to putting a medical device on the 

market within Europe – and complies with the EU General Data Protection Regulation 2016/679 

(GDPR).  

In August 2018, researchers at DeepMind and Moorfields Eye Hospital in London, UK, 

published in Nature Medicine the study results of an AI system that can read eye scans and make 

referral recommendation, comprising more than 50 common diagnoses; the system was trained 

on 14,884 scans and showed a success rate of 94% (De Fauw et al., 2018). DeepMind’s health 

team has meanwhile transitioned to Google Health, and Moorfields Eye Hospital is “excited to 

work with Google Health on the next phase to further develop this AI system so it can be used by 

patients all around the world” (Moorfields Eye Hospial, 2019).  

Another example is Ultromics (2019). The team at the University of Oxford “is dedicated 

to reducing misdiagnosis and enabling earlier prevention of cardiovascular disease” (Ultromics, 

2019). Ultromics’s EchoGo Pro, for example, is an outcome-based AI system with CE-marking 

in Europe that predicts coronary artery disease at an early stage (Ultromics, 2019).  

Corti (2019) is a software developed by a Danish company that leverages ML to help 

emergency dispatchers make decisions. Corti can detect out-of-hospital cardiac arrests (i.e., those 

that occur in the public or home) during emergency calls faster and more accurately than humans 

by listening in to calls and analyzing symptoms, the tone of voice, breathing patterns, and other 

metadata in real time (Corti, 2019; Maack, 2018; Vincent, 2018). 

3 Ethical Challenges 

As the prior section suggests, the use of AI in the clinical practice of health care has huge 

potential to transform it for the better, but it also raises ethical challenges we now address. 

3.1 Informed Consent to Use 
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Health AI applications, such as imaging, diagnostics, and surgery, will transform the 

patient-clinician relationship. But how will the use of AI to assist with the care of patients 

interface with the principles of informed consent? This is a pressing question that has not 

received enough attention in the ethical debate, even though informed consent will be one of the 

most immediate challenges in integrating AI into clinical practice (there is a separate question 

about informed consent to train AI we will not focus on here; Cohen, Amarasingham, Shah, Xie, 

and Lo, 2014). There is a need to examine under what circumstances (if at all) the principles of 

informed consent should be deployed in the clinical AI space. To what extent do clinicians have 

a responsibility to educate the patient around the complexities of AI, including the form(s) of ML 

used by the system, the kind of data inputs, and the possibility of biases or other shortcomings in 

the data that is being used? Under what circumstances must a clinician notify the patient that AI 

is being used at all?  

These questions are especially challenging to answer in cases where the AI operates 

using “black-box” algorithms, which may result from non-interpretable machine-learning 

techniques that are very difficult for clinicians to understand fully (Cohen, 2018a; Yu et al., 

p. 727). For instance, Corti’s algorithms are “black box” because even Corti’s inventor does not 

know how the software reaches its decisions to alert emergency dispatchers that someone has a 

cardiac arrest. This lack of knowledge might be worrisome for medical professionals (Vincent, 

2018). To what extent, for example, does a clinician need to disclose that they cannot fully 

interpret the diagnosis/treatment recommendations by the AI? How much transparency is 

needed? How does this interface with the so-called “right to explanation” under the EU’s GDPR 

(discussed further below in Section 4.3.2)? What about cases where the patient may be reluctant 
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to allow the use of certain categories of data (e.g., genetic data and family history)? How can we 

properly balance the privacy of patients with the safety and effectiveness of AI?  

AI health apps and chatbots are also increasingly being used, ranging from diet guidance 

to health assessments to the help to improve medication adherence and analysis of data collected 

by wearable sensors (UK Nuffield Council on Bioethics, 2018, pp. 3, 4). Such apps raise 

questions for bioethicists about user agreements and their relationship to informed consent. In 

contrast to the traditional informed consent process, a user agreement is a contract that an 

individual agrees to without a face-to-face dialog (Klugman, Dunn, Schwartz, and Cohen, 2018, 

p. 40). Most people do not take the time to understand user agreements, routinely ignoring them 

(Klugman et al., 2018, p. 40; Cohen and Pearlman, 2018). Moreover, frequent updates of the 

software make it even more difficult for individuals to follow what terms of service they have 

agreed to (Gerke, Minssen, Yu, and Cohen, 2019). What information should be given to 

individuals using such apps and chatbots? Do consumers sufficiently understand that the future 

use of the AI health app or chatbot may be conditional on accepting changes to the terms of use? 

How closely should user agreements resemble informed consent documents? What would an 

ethically responsible user agreement look like in this context? Tackling these questions are 

tricky, and they become even more difficult to answer when information from patient-facing AI 

health apps or chatbots is fed back into clinical decision-making. 

3.2 Safety and Transparency 

Safety is one of the biggest challenges for AI in health care. To use one well-publicized 

example, IBM Watson for Oncology (2020) uses AI algorithms to assess information from 

patients’ medical records and help physicians explore cancer treatment options for their patients. 

However, it has recently come under criticism by reportedly giving “unsafe and incorrect” 
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recommendations for cancer treatments (Ross and Swetlitz, 2018; Brown, 2018). The problem 

seems to be in the training of Watson for Oncology: instead of using real patient data, the 

software was only trained with a few „synthetic” cancer cases, meaning they were devised by 

doctors at the Memorial Sloan Kettering (MSK) Cancer Center (Ross and Swetlitz, 2018). MSK 

has stated that errors only occurred as part of the system testing and thus no incorrect treatment 

recommendation has been given to a real patient (Ross and Swetlitz, 2018).  

This real-life example has put the field in a negative light. It also shows that it is of 

uttermost importance that AIs are safe and effective. But how do we ensure that AIs keep their 

promises? To realize the potential of AI, stakeholders, particularly AI developers, need to make 

sure two key things: (1) the reliability and validity of the data sets, and (2) transparency.  

First, the used data sets need to be reliable and valid. The slogan “garbage in, garbage 

out” applies to AI in this area. The better the training data (labeled data) is, the better the AI will 

perform (Figure Eight, 2020). In addition, the algorithms often need further refinement to 

generate accurate results. Another big issue is data sharing: In cases where the AI needs to be 

extremely confident (e.g., self-driving cars), vast amounts of data and thus more data sharing will 

be necessary (Figure Eight, 2020). However, there are also cases (e.g., a narrow sentiment AI 

based off text) where less data will be required (Figure Eight, 2020). In general, it always 

depends on the particular AI and its tasks how much data will be required.  

Second, in the service of safety and patient confidence some amount of transparency 

must be ensured. While in an ideal world all data and the algorithms would be open for the 

public to examine, there may be some legitimate issues relating to protecting 

investment/intellectual property and also not increasing cybersecurity risk (discussed below in 

Sections 4.4 and 4.5). Third party or governmental auditing may represent a possible solution.  
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Moreover, AI developers should be sufficiently transparent, for example, about the kind 

of data used and any shortcomings of the software (e.g., data bias). We should learn our lessons 

from examples such as Watson for Oncology, where IBM kept Watson’s unsafe and incorrect 

treatment recommendations secret for over a year. Finally, transparency creates trust among 

stakeholders, particularly clinicians and patients, which is the key to a successful implementation 

of AI in clinical practice. 

The recommendations of more “black-box” systems raise particular concerns. It will be a 

challenge to determine how transparency can be achieved in this context. Even if one could 

streamline the model into a simpler mathematical relationship linking symptoms and diagnosis, 

that process might still have sophisticated transformations beyond the skills of clinicians (and 

especially patients) to understand. However, perhaps there is no need to open the “black box”: It 

may be that at least in some cases positive results from randomized trials or other forms of 

testing will serve as a sufficient demonstration of the safety and effectiveness of AIs. 

3.3 Algorithmic Fairness and Biases  

AI has the capability to improve health care not only in high-income settings, but to 

democratize expertise, “globalize” health care and bring it to even remote areas (Wahl, Cossy-

Gantner, Germann, and Schwalbe, 2018). However, any ML system or human-trained algorithm 

will only be as trustworthy, effective, and fair as the data that it is trained with. AI also bears a 

risk for biases and thus discrimination. It is therefore vital that AI makers are aware of this risk 

and minimize potential biases at every stage in the process of product development. In particular, 

they should consider the risk for biases when deciding (1) which ML technologies/procedures 

they want to use to train the algorithms, and (2) what data sets (including considering their 

quality and diversity) they want to use for the programming.  
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Several real-world examples have demonstrated that algorithms can exhibit biases that 

can result in injustice with regard to ethnic origins and skin color or gender (Cossins, 2018; 

Fefegha, 2018; Sharkey, 2018; Short, 2018; Obermeyer, Powers, Vogeli, and Mullainathan, 

2019). Biases can also occur regarding other features such as age or disabilities. The 

explanations for such biases differ and may be multifaceted. They can, for example, result from 

the data sets themselves (which are not representative), from how data scientists and ML systems 

choose and analyze the data, from the context in which the AI is used (Price II, 2019), etc. In the 

health sector, where phenotype- and sometimes genotype-related information are involved, 

biased AI could, for instance, lead to false diagnoses and render treatments ineffective for some 

subpopulations and thus jeopardize their safety. For example, imagine an AI-based clinical 

decision support software that helps clinicians to find the best treatment for patients with skin 

cancer. However, the algorithm was predominantly trained on Caucasian patients. Thus, the AI 

software will likely give less accurate or even inaccurate recommendations for subpopulations 

for which the training data was underinclusive such as African American.  

Some of these biases may be resolved due to increased data availability and attempts to 

better collect data from minority populations and better specify for which populations the 

algorithm is or is not appropriately used. However, a remaining problem is that a variety of 

algorithms are sophisticated and non-transparent. In addition, as we have seen in the policing 

context, some companies developing software will resist disclosure and claim trade secrecy in 

their work (Sharkey, 2018; Wexler, 2018). It may therefore likely be left to non-governmental 

organizations to collect the data and show the biases (Sharkey, 2018).  

In cases of “black-box” algorithms, many scholars have argued that explainability is 

necessary when an AI makes health recommendations, especially also to detect biases (London, 
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2019). However, does this view really hold true? Some argue that what matters is not how the AI 

reaches its decision but that it is accurate, at least in terms of diagnosis (London, 2019). The 

safety and effectiveness of health AI applications that are “black boxes” could, for example, be 

demonstrated – similar to the handling of drugs – by positive results of randomized clinical trials. 

A related problem has to do with where AI will be deployed. AI developed for top-notch 

experts in resource-rich settings will not necessarily recommend treatments that are accurate, 

safe, and fair in low-resource settings (Price II, 2019; Minssen, Gerke, Aboy, Price, and Cohen, 

2020). One solution would be not to deploy the technology in such settings. But such a 

“solution” only exacerbates preexisting inequalities. More thought must be given to regulatory 

obligations and resource support to make sure that this technology does improve not only the 

lives of the people living in high-income countries but also of those people living in low- and 

middle-income countries. 

3.4 Data Privacy 

In July 2017, the UK Information Commissioner’s Office (ICO) ruled that the Royal Free 

NHS Foundation Trust was in breach of the UK Data Protection Act 1998 when it provided 

personal data of circa 1.6 million patients to Google DeepMind (ICO, 2017a and 2017b). The 

data sharing happened for the clinical safety testing of “Streams”, an app that aims to help with 

the diagnosis and detection for acute kidney injury (ICO, 2017a and 2017b). However, patients 

were not properly informed about the processing of their data as part of the test (ICO, 2017a and 

2017b). Information Commissioner’s Elizabeth Denham correctly pointed out that “the price of 

innovation does not need to be the erosion of fundamental privacy rights” (ICO, 2017b).  

Although the Streams app does not use AI, this real-life example has highlighted the 

potential for harm to privacy rights when developing technological solutions (House of Lords, 
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2018, p. 90). If patients and clinicians do not trust AIs, their successful integration into clinical 

practice will ultimately fail. It is fundamentally important to adequately inform patients about the 

processing of their data and foster an open dialog to promote trust. The lawsuit Dinerstein v. 

Google (2019) and Project Nightingale by Google and Ascension (Copeland, 2019) are recent 

case studies showing patient privacy concerns in the context of data sharing and the use of AI. 

But what about the ownership of the data? The value of health data can reach up to 

billions of dollars, and some evidence suggests that the public is uncomfortable with companies 

or the government selling patient data for profit (House of Lords, 2018, pp. 88, 89). But there 

may be ways for patients to feel valued that do not involve ownership per se. For example, the 

Royal Free NHS Foundation Trust had made a deal with Google DeepMind to provide patient 

data for the testing of Streams in exchange for the Trust’s free use of the app for five years 

(House of Lords, 2018, p. 89). Reciprocity does not necessarily require ownership, but those 

seeking to use patient data must show that they are adding value to the health of the very same 

patients whose data is being used (Cohen, 2018b).  

Beyond the question of what is collected, it is imperative to protect patients against uses 

outside the doctor-patient relationship that might deleteriously affect patients, such as impacts on 

health or other insurance premiums, job opportunities, or even personal relationships (Gerke et 

al., 2019). Some of this will require strong antidiscrimination law – similar to regimes in place 

for genetic privacy (Roberts, Cohen, Deubert, and Lynch, 2017); but some AI health apps also 

raise new issues, such as those that share patient data not only with the doctor but also with 

family members and friends (Gerke et al., 2019). In contrast to the doctor who is subject to duties 

of confidentiality set out by governing statutes or case law, family members or friends will 

probably not have legally enforceable obligations of such kind (Gerke et al., 2019). Does this 
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need to be changed? Another sensitive issue is whether and, if so, under what circumstances 

patients have a right to withdraw their data. Can patients request the deletion of data that has 

already been analyzed in aggregate form (Gerke et al., 2019)? 

4 Legal Challenges 

Many of the ethical issues discussed above have legal solutions or ramifications; while 

there is nothing sacrosanct in our division between the two, we now shift to challenges we 

associate more directly with the legal system. 

4.1 Safety and Effectiveness 

As we discussed previously (Section 3.2), it is of uttermost importance that AIs are safe 

and effective. Stakeholders can contribute to a successful implementation of AI in clinical 

practice by making sure that the data sets are reliable and valid, perform software updates at 

regular intervals, and being transparent about their product, including shortcomings such as data 

biases. In addition, an adequate level of oversight is needed to ensure the safety and effectiveness 

of AI. How this plays out varies between the U.S. and Europe. So, how is AI regulated in the 

U.S. and Europe? How can AI makers bring their products to the U.S. and European markets? 

The initial step of the analysis as to whether AI products need to undergo review is whether such 

products are medical devices.  

4.1.1 U.S. 

Let us start with the legal regulation in the U.S.  

4.1.1.1 Medical Devices 

The FDA regulates medical devices in the U.S. A medical device is defined in Section 

201(h) Sentence 1 of the U.S. Federal Food, Drug, and Cosmetic Act (FDCA) as “an instrument, 
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apparatus, implement, machine, contrivance, implant, in vitro reagent, or other similar or related 

article, including any component, part, or accessory, which is— 

(1) recognized in the official National Formulary, or the United States Pharmacopeia, or any 

supplement to them, 

(2) intended for use in the diagnosis of disease or other conditions, or in the cure, mitigation, 

treatment, or prevention of disease, in man or other animals, or 

(3) intended to affect the structure or any function of the body of man or other animals, and 

which does not achieve its primary intended purposes through chemical action within or on the 

body of man or other animals and which is not dependent upon being metabolized for the 

achievement of its primary intended purposes.” 

For example, medical devices include simple tongue depressors, pacemakers with micro-chip 

technology and in vitro diagnostic products such as reagents and test kits (FDA, 2018e). 

4.1.1.2 Medical and Certain Decision Support Software 

The 21st Century Cures Act (Pub. L. No. 114–255) was signed into law by the former 

President, Barack Obama, on 13 December 2016. Initially, it was hoped by some that the FDA 

would start to regulate medical advisory tools such as Watson for Oncology fully (Ross and 

Swetlitz, 2017). Ross and Swetlitz (2017) reported, however, that IBM had a large team of 

lobbyists pushing for proposals to prevent regulatory hurdles facing health software. Indeed, on 

29 November 2016 – a day before the U.S. House of Representatives passed the 21st Century 

Cures Act – the company expressed its strong support for the Act in a press release, emphasizing 

that it “will support health innovation and advance precision medicine in the United States” 

(IBM, 2016; Ross and Swetlitz, 2017). The 21st Century Cures Act (Sec. 3060) introduced an 

exemption in Section 520(o) of the FDCA for medical and certain decisions support software 
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that does not fulfill the device definition. Section 201(h) of the FDCA was also amended by 

adding a second sentence which explicitly states that software functions under Section 520(o) 

FDCA do not fall under the term “device.” 

Software Functions under Section 520(o)(1)(A)–(D) of the FDCA 

Section 520(o)(1)(A)–(D) of the FDCA contains the following four categories of 

software functions that shall generally not fall under the device definition in Section 201(h) of 

the FDCA:  

(1) The software function is intended “for administrative support of a health care facility” 

(including e.g., business analytics, appointment schedules, and laboratory 

workflows); 

(2) The software function is intended “for maintaining or encouraging a healthy lifestyle 

and is unrelated to the diagnosis, cure, mitigation, prevention, or treatment of a 

disease or condition”; 

(3) The software function is intended “to serve as electronic patient records” (and “is not 

intended to interpret or analyze patient records”); or 

(4) The software function is intended “for transferring, storing, converting formats, or 

displaying clinical laboratory test or other device data and results.” 

The FDA has also published nonbinding Guidance for Industry and Food and Drug 

Administration Staff on Changes to Existing Medical Software Policies Resulting from Section 

3060 of the 21st Century Cures Act (2019a) to provide clarification of the interpretation of 

Section 520(o)(1)(A)–(D) of the FDCA. 

Software Functions under Section 520(o)(1)(E) of the FDCA 
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Section 520(o)(1)(E) of the FDCA exempts specific clinical decision support software 

from the device definition in Section 201(h) of the FDCA. In order to be generally exempt from 

the device definition, a software function must meet the following four criteria simultaneously: 

(1) The software function is not “intended to acquire, process, or analyze a medical 

image or a signal from an in vitro diagnostic device or a pattern or signal from a 

signal acquisition system”; 

(2) The software function is intended “for the purpose of (…) displaying, analyzing, or 

printing medical information about a patient or other medical information (such as 

peer-reviewed clinical studies and clinical practice guidelines);” 

(3) The software function is intended “for the purpose of (…) supporting or providing 

recommendations to a health care professional about prevention, diagnosis, or 

treatment of a disease or condition;” 

(4) The software function is intended “for the purpose of (…) enabling such health care 

professional to independently review the basis for such recommendations that such 

software presents so that it is not the intent that such health care professional rely 

primarily on any of such recommendations to make a clinical diagnosis or treatment 

decision regarding an individual patient”  

(Sec. 520(o)(1)(E) of the FDCA; FDA, 2019b, pp. 6, 7). 

In September 2019, the FDA (2019b) issued Draft Guidance for Industry and Food and Drug 

Administration Staff on Clinical Decision Support Software that contains nonbinding 

recommendations on the interpretation of the criteria in Section 520(o)(1)(E) of the FDCA.  

In particular, the FDA clarifies that the term “clinical decision support” (CDS) is defined 

broadly and means software functions that meet the first two criteria and part of the third 
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criterion (i.e., intended “for the purpose of (…) supporting or providing recommendations”) 

(FDA, 2019b, p. 8). A CDS function is only exempt from the device definition when the fourth 

criterion is additionally fulfilled (FDA, 2019b, pp. 8, 9). Thus, it is decisive to determine whether 

the software function enable the “health care professional to independently review the basis for 

such recommendations that such software presents”. The FDA clarifies in its draft guidance that 

“the software developer should describe the underlying data used to develop the algorithm and 

should include plain language descriptions of the logic or rationale used by an algorithm to 

render a recommendation. The sources supporting the recommendation or the sources underlying 

the basis for the recommendation should be identified and available to the intended user (e.g., 

clinical practice guidelines with the date or version, published literature, or information that has 

been communicated by the CDS developer to the intended user) and understandable by the 

intended user (e.g., data points whose meaning is well understood by the intended user)” (FDA, 

2019b, p. 12). The FDA also states that health care professionals rely primarily on software 

recommendations – and thus are unable “to independently review the basis for such 

recommendations” – if they cannot be expected to independently understand the meaning of the 

information on which the recommendations are based (FDA, 2019b, p. 12). An example includes 

when inputs that are used to generate a recommendation are not described (FDA, 2019b, p. 12).  

The FDA also makes clear that it does not intend at this time to enforce compliance with 

applicable regulatory requirements with respect to certain software functions that are intended 

for health care professionals, caregivers or patients and may meet the device definition but are 

low risk (FDA, 2019b, pp. 9, 16-18). For example, even if the fourth criterion is not fulfilled and 

health care professionals rely primarily on software recommendations, the FDA does not intend 

at this time to enforce compliance with the relevant device requirements as long as the device 
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CDS functions inform clinical management for non-serious health care situations or conditions 

(FDA, 2019b, p. 16). The agency thus focuses its oversight especially on device CDS software 

functions that inform clinical management for serious or critical health care conditions or 

situations (FDA, 2019b, p. 17). The FDA also clarifies in its draft guidance that it also intends to 

focus its regulatory oversight on software functions that are devices but are not classified as CDS 

(FDA, 2019b, pp. 24-27).  

4.1.1.3 Other FDA Initiatives  

There are many other important FDA initiatives we cannot do justice here, including its 

Guidance on Software as a Medical Device (SAMD): Clinical Evaluation (2017b) and the launch 

of the so-called “Software Pre-Cert Pilot Program.” The latter will enable some digital health 

developers to become pre-certified based on excellence in identified criteria (e.g., patient safety, 

clinical responsibility, and product quality) and bring their lower-risk software-based medical 

devices with more streamlined FDA review to market or no review at all (FDA, 2017c, p. 5–7; 

FDA, 2019c). The FDA also published a Working Model that contains suggestions for the main 

components of the Pre-Cert Pilot Program (FDA, 2019c and 2019d). Although there are still 

many open questions, the program is an innovative regulatory experiment that may hold lessons 

for peer countries and should be closely followed. 

In particular, the FDA (2019e) has only recently, in April 2019, proposed a regulatory 

framework for public comment for Modifications to Artificial Intelligence/Machine Learning 

(AI/ML) - Based Software as a Medical Device (SaMD). SaMD is “software intended to be used 

for one or more medical purposes that perform these purposes without being part of a hardware 

medical device” (IMDRF, 2013, p. 6). The FDA’s discussion paper proposes a new, total product 

lifecycle (TPLC) regulatory approach for AI/ML-based SaMD that are medical devices to allow 
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those devices to adapt and optimize their performance in real-time to continuously improve 

while ensuring their safety and effectiveness (FDA, 2019e). While we praise the FDA’s efforts in 

the field, it will be essential for regulators to focus especially on the development of a process to 

continuously monitor, manage, and identify risks due to features that are closely tied to AI/ML 

systems’ reliability (e.g., concept drift, instability, and covariate shift) (Babic, Gerke, Evgeniou, 

and Cohen, 2019). Moreover, when there is substantial human involvement in decision-making, 

it becomes even more challenging for regulators to determine the effects of the update of such 

devices (Gerke, Babic, Evgeniou, and Cohen, 2020a).  

4.1.2 Europe 

Let us now shift to the legal particularities in Europe.  

4.1.2.1 Medical Devices and New Legal Developments  

There are also new legal developments in the EU: Two new EU Regulation entered into 

force on 25 May 2017, namely the Medical Device Regulation (2017/745 – MDR; see Art. 123 

(1) of the MDR) and the Regulation on in vitro diagnostic medical devices (2017/746 – IVDR; 

see Art. 113(1) of the IVDR). With some exceptions, the MDR was supposed to become 

effective on 26 May 2020 (Art. 123 (2) and (3) of the MDR). However, due to the need for 

medical devices to combat COVID-19, the European Parliament (2020) postponed the MDR’s 

application by one year (i.e., 26 May 2021). The MDR will repeal the Medical Device Directive 

(93/42/EEC – MDD) and the Directive on active implantable medical devices (90/385/EEC – 

AIMD) (Art. 122 of the MDR). The IVDR will become effective as planned on 26 May 2022 

(Art. 113(2) and (3) of the IVDR), thereby especially repealing the Directive on in vitro 

diagnostic medical devices (98/79/EC – IVDD) (Art. 112 of the IVDR).  

4.1.2.2 MDR 
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The new MDR will bring some changes in the classification process of medical devices. 

Software that does not fall under the medical device definition of the MDD may soon be 

classified as a medical device under the MDR. In particular, the new medical device definition in 

Art. 2(1) of the MDR also considers software that is used for human beings for the medical 

purpose of prediction or prognosis of disease as a medical device. However, the MDR also 

explicitly clarifies in Recital 19 that “software for general purposes, even when used in a 

healthcare setting, or software intended for life-style and well-being purposes is not a medical 

device.”  

Similar to the MDD, medical devices under the MDR will be classified into four 

categories, namely Classes I, IIa, IIb, and III, based on the intended purpose of the medical 

devices and their inherent risks (Art. 51(1) of the MDR).  

 

Fig. 1: Classification of Medical Devices  

 

The MDR also introduces new implementing and classification Rules for software in 

Chapters II and III of Annex VIII. In particular, the MDR contains a new classification Rule that 

focuses explicitly on software. According to this Rule, “software intended to provide information 

which is used to take decisions with diagnosis or therapeutic purposes is classified as class IIa, 

except if such decisions have an impact that may cause: 
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— death or an irreversible deterioration of a person’s state of health, in which case it is in class 

III; or  

— a serious deterioration of a person’s state of health or a surgical intervention, in which case it 

is classified as class IIb.  

Software intended to monitor physiological processes is classified as class IIa, except if it is 

intended for monitoring of vital physiological parameters, where the nature of variations of those 

parameters is such that it could result in immediate danger to the patient, in which case it is 

classified as class IIb.  

All other software is classified as class I” 

(Rule 11 in Chapter III of Annex VIII of the MDR). 

This new Rule will also lead to reclassifications, meaning software that was originally 

classified as a medical device under the MDD may be classified in another class category under 

the MDR. For example, CDS software such as Watson for Oncology will probably be at least 

classified as a class IIa medical device under the MDR since it “provide(s) information which is 

used to take decisions with diagnosis or therapeutic purposes.” Depending on the decision’s 

impact, the AI-based CDS software could even be classified as a class III (if it may cause “death 

or an irreversible deterioration of a person’s state of health”) or class IIb device (if it may cause 

“a serious deterioration of a person’s state of health or a surgical intervention”) (Rule 11 in 

Chapter III of Annex VIII of the MDR). In October 2019, the Medical Device Coordination 

Group (MDCG) also released non-binding guidance on qualification and classification of 

software under the MDR and IVDR (MDCG, 2019).  

A CE marking (similar to the current MDD) will especially indicate the conformity with 

the applicable requirements set out in the MDR so that a medical device can move freely within 
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the EU and be put into service in accordance with its intended purpose (Recital 40 and Art. 2(43) 

of the MDR). In particular, manufacturers of medical devices shall undertake an assessment of 

the conformity of their devices prior to placing them on the market (Art. 52 and Annexes IX to 

XI of the MDR). The applicable conformity assessment procedure is based on the classification 

(Class I, IIa, IIb, or III) and type (e.g., implantable) of the particular device (Art. 52 of the 

MDR). For example, Class I devices have a low level of vulnerability and thus the conformity 

assessment procedure can generally be carried out under the sole responsibility of the 

manufacturers (Recital 60 and Art. 52(7) of the MDR). In contrast, Class IIa, IIb and III devices 

that have a higher risk than Class I devices entail the involvement of a notified body, a 

conformity assessment body designated in accordance with the MDR (Recital 60 and Art. 2(42) 

of the MDR).  

4.2 Liability  

New AI-based technologies also raise challenges for current liability regimes. It will be crucial to 

creating an optimal liability design that figures out responsibilities.  

4.2.1 U.S.  

Imagine the following case: An AI-based CDS software (see Sec. 4.1.1.2) gives an 

incorrect treatment recommendation (in the sense that it is not one a non-AI clinician would have 

arrived at) that the clinician adopts resulting in harm to the patient. In this situation, the clinician 

would likely be liable for medical malpractice. Clinicians must treat patients with due expertise 

and care; they need to provide a standard of care that is expected of relevant members of the 

profession. At present, it appears that clinicians could thus be held liable even though they 

engaged in good faith reliance on a “black-box” ML algorithm because AI-based CDS software 

is considered a tool under the control of the health professional who makes the ultimate decision; 

Electronic copy available at: https://ssrn.com/abstract=3570129



ETHICAL AND LEGAL CHALLENGES   28 

 

she remains the captain of the ship and thus responsible for its course. But should that result 

obtain in a case where the software function does not enable the “health care professional to 

independently review the basis for such recommendations that such software presents” (see 

Sec. 520(o)(1)(E)(iii) of the FDCA)? In the other direction, could we imagine a future where the 

use of AI-based technology becomes the standard of care, and thus the choice not to use such 

technology would subject the clinician to liability (Froomkin, Kerr, and Pineau, 2019)? At the 

moment, however, using advanced AI does not (yet) appear to be part of the standard of care. 

Thus, to avoid medical malpractice liability, physicians can use it as a confirmatory tool to assist 

with existing decision-making processes as opposed to needing to follow its recommendations 

out of fear of liability. (Price, Gerke, and Cohen, 2019).  

Setting the optimal liability regime depends heavily on what one thinks the “problem” is. 

If one is concerned that the deployment of AI-based technology in the clinical space is associated 

with a high risk for patients to get hurt, one might want to keep the current medical malpractice 

regime that attempts to meet both of tort law’s two functions: (1) deterrence and 

(2) compensation of the victims. By contrast, if one believes that over the run of cases, reliance 

on AI promotes patient health, then it may be a problem if physicians prove reluctant to rely on 

these algorithms, especially the more opaque ones, when they remain on the hook for resulting 

liability (see also Price II, 2017, p. 12). This might drive the policymaker to a different model. 

Some have proposed product liability against the makers of AI, a tort that generally 

entails a strict liability of the manufacturer for defects. However, there are considerable 

challenges to win such a claim in practice. Courts have hesitated to apply or extend product 

liability theories to health care software developers since such software is currently primarily 

considered as a tool to support clinicians make the final decision (Price II, 2017, pp. 11, 12).  
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A different approach would be to focus on compensation, even without deterrence. An 

example of such a system in the U.S. is vaccine compensation. Vaccine manufacturers pay into a 

fund, and the system collectivizes the risk by paying out to those that are harmed by vaccines. AI 

manufacturers could do the same, which would compensate patients and spread the risks across 

the industry, but may give individual makers of AI less incentives to ensure the product’s safety.  

Beyond clinicians and AI makers, one must also consider the liability of the hospitals that 

purchase and implement the AI systems. Lawsuits might be brought against them under the 

theories of corporate negligence and vicarious liability. One interesting theory for hospital 

liability is “negligent credentialing”– just as hospitals may be liable if they do not adequately 

review the credential and practice of physicians and other staff they employ (Bezaire, Felton, 

Greve, and Allen, 2017), they may have similar duties when they “hire” an AI.  

Still another possibility would be to pair a liability shield with a more rigorous pre-

approval scheme that would immunize health care professionals and manufacturers from some 

forms of liability because of the approval process. Whether this is desirable depends in part on 

one’s view of litigation versus administrative law regimes: is ex ante approval by a regulator 

preferable to ex post liability at the hands of a judge or jury?  

4.2.2 Europe  

Europe is also not (yet) ready for the new liability challenges that AI-based technology 

will bring along with it. There is currently no fully harmonized EU regulatory framework for 

liability on AI and robotics such as care and medical robots in place. However, Europe has taken 

several steps to address the issue of liability.  

One first step in the right direction was the publication of a resolution by the European 

Parliament called Civil Law Rules on Robotics: European Parliament resolution of 16 February 
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2017 with recommendations to the Commission on Civil Law Rules on Robotics 

(2015/2103(INL)). This resolution, among other things, questions whether the current liability 

rules are sufficient and whether new rules are required “to provide clarity on the legal liability of 

various actors concerning responsibility for the acts and omissions of robots” (Sec. AB). It also 

points out that the current scope of Council Directive concerning liability for defective products 

(85/374/EEC – Product Liability Directive) may not adequately cover the new developments in 

robotics (Sec. AH). The resolution emphasizes “that the civil liability for damage caused by 

robots is a crucial issue which also needs to be analysed and addressed at Union level in order to 

ensure the same degree of efficiency, transparency and consistency in the implementation of 

legal certainty throughout the European Union for the benefit of citizens, consumers and 

businesses alike” (Sec. 49). It thus asks the European Commission for “a proposal for a 

legislative instrument on legal questions related to the development and use of robotics and AI 

foreseeable in the next 10 to 15 years, combined with non-legislative instruments such as 

guidelines and codes of conduct” (Sec. 51). The resolution recommends that the European 

Commission should define in this legislative instrument which of the two approaches should be 

applied: either strict liability (i.e., which “requires only proof that damage has occurred and the 

establishment of a causal link between the harmful functioning of the robot and the damage 

suffered by the injured party”) or the risk management approach (i.e., which “does not focus on 

the person ‘who acted negligently’ as individually liable but on the person who is able, under 

certain circumstances, to minimise risks and deal with negative impacts”) (Sec. 53–55 and 

Annex to the resolution). It also recommends an obligatory insurance scheme and an additional 

compensation fund to ensure that damages will be paid out in situations where no insurance 

cover exists (Annex to the resolution).  
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As a second step, in April 2018, the European Commission adopted its AI strategy (see 

Section 2.2). A first mapping of liability challenges for emerging digital technologies, such as 

AI, advanced robotics and the IoT, was provided in a Commission Staff Working Document on 

Liability for Emerging Digital Technologies also published in April 2018 together with the AI 

strategy (European Commission, 2018c).  

Further, in November 2019, the independent Expert Group on Liability and New 

Technologies – New Technologies Formation (NTF) that was set up by the European 

Commission released a report on liability for AI and other emerging digital technologies such as 

IoT (NTF, 2019). The NTF’s findings include that liability regimes are mainly regulated by the 

EU Member States except for strict liability of producers for defective products that is regulated 

by the Product Liability Directive at EU level (NTF, 2019, p. 3). The NTF’s opinion is that the 

Member States’ liability regimes are a good starting point for new technologies and provide at 

least basic protection of victims (NTF, 2019, p. 3). However, the NTF also identifies several 

points in its report that need to be changed at national and EU levels (NTF, 2019, p. 3). For 

example, the NTF emphasizes that “a person operating a permissible technology that 

nevertheless carries an increased risk of harm to others, for example AI-driven robots in public 

spaces, should be subject to strict liability for damage resulting from its operation” (NTF, 2019, 

p. 3). It also states, for instance, that “a person using a technology which has a certain degree of 

autonomy should not be less accountable for ensuing harm than if said harm had been caused by 

a human auxiliary” (NTF, 2019, p. 3).  

Only recently, in February 2020, the European Commission also published a report on 

the safety and liability implications of AI, the IoT and robotics (European Commission, 2020c). 

The Commission understands the importance of these technologies and aims to make “Europe a 
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world-leader in AI, IoT and robotics” (European Commission, 2020c, p. 1). To achieve this aim, 

the Commission states that “a clear and predictable legal framework addressing the technological 

challenges is required” (European Commission, 2020c, p. 1). The Commission, in accordance 

with the NTF, argues that “in principle the existing Union and national liability laws are able to 

cope with emerging technologies” (European Commission, 2020c, p. 17). However, it also 

identifies some challenges raised by new digital technologies such as AI that need to be 

addressed by adjustments in the current national and EU regulatory frameworks such as the 

Product Liability Directive (European Commission, 2020c, pp. 16, 17).  

We welcome the European Commission efforts to identify and address the liability issues 

raised by AI and other emerging digital technologies. As a next consequent step, changes need to 

be made at national and EU levels to implement the NTF’s and European Commission’s 

findings. Such updates of the liability frameworks should be carried out as soon as possible to 

have provisions in place that adequately deal with these new technological developments. 

Updated frameworks are needed to create clarity, transparency, and public trust. 

4.3 Data Protection and Privacy  

In the world of big data, it is of pivotal importance that there are data protection laws in 

place that adequately protects the privacy of individuals, especially patients. In the following, we 

will give an overview of relevant provisions and legal developments on data protection and 

privacy in the U.S. and Europe. 

4.3.1 U.S.  

The Health Insurance Portability and Accountability Act (HIPAA) Privacy Rule (45 

C.F.R. Part 160 as well as subparts A and E of Part 164) is the key federal law to protect health 

data privacy (Price II and Cohen, 2019, p. 38). However, HIPAA has significant gaps when it 
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comes to today’s health care environment since it only covers specific health information 

generated by “covered entities” or their “business associates.” HIPAA does not apply to non-

health information that supports inferences about health such as a purchase of a pregnancy test 

on Amazon (Cohen and Mello, 2018, p. 232; Price II and Cohen, 2019, p. 39). Moreover, the 

definition of “covered entities” also limits it scope; it generally includes insurance companies, 

insurance services, insurance organizations, health care clearinghouses, and health care providers 

(45 C.F.R. §§ 160.102, 160.103), but not much beyond that (Cohen and Mello, 2018, p. 231; 

Price II and Cohen, 2019, p. 39). In particular, much of the health information collected by 

technology giants such as Amazon, Google, IBM, Facebook, and Apple that are all investing 

heavily in the field of AI in health care, and are not “covered entities,” will fall outside of 

HIPAA (Price II and Cohen, 2019, p. 39). HIPAA also does not apply in cases of user-generated 

health information (Cohen and Mello, 2018, p. 232; Price II and Cohen, 2019, p. 39). For 

example, a Facebook post about a disease falls outside of HIPAA’s regime (Cohen and Mello, 

2018, p. 232).  

A different problem with HIPAA is its reliance on de-identification as a privacy strategy. 

Under HIPAA de-identified health information can be shared freely for research and commercial 

purposes (Cohen and Mello, 2018, p. 231; 45 C.F.R. § 164.502(d)(2)). It provides two options 

for de-identification: (1) a determination by someone with appropriate knowledge of and 

experience with usually accepted scientific and statistical methods and principles; or (2) the 

removal of 18 identifies (e.g., names, social security numbers, and biometric identifiers) of the 

individual or of relatives, household members, or employers of the individual, and no actual 

knowledge of the covered entity that the information could be used to identify an individual (45 

C.F.R. § 164.514(b)). But this may not adequately protect patients because of the possibility of 
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data triangulation – to re-identify data thought to be de-identified under the statute through the 

combination of multiple data sets (Price II and Cohen, 2019, pp. 39, 40; Gerke, Yeung, and 

Cohen, 2020b). The problem of data triangulation has also recently been featured in a lawsuit, 

Dinerstein v. Google (2019), in which the plaintiffs alleged that the defendants shared medical 

records with Google containing enough information that enabled Google to potentially re-

identify patients given all of its other data at hand. 

For all these reasons, HIPAA is not adequate to protect the health privacy of patients. It is 

time for federal law to take seriously the protection of health-relevant data that is not covered by 

HIPAA (Cohen and Mello, 2018, p. 232; Arney et al., 2019, pp. 9, 16). Such a federal law should 

facilitate both innovations, including health AI applications, and adequate protection of health 

privacy of individuals.  

While HIPAA preempts less protective state law, it does not preempt states whose laws 

are more protective. Inspired by the EU GDPR, California recently has taken action at the state 

level: The California Consumer Privacy Act of 2018 (CCPA) became effective on 1 January 

2020 (Cal. Civ. Code § 1798.198). The CCPA grants various rights to California residents with 

regard to personal information that is held by businesses. The term “business” is defined in 

Section 1798.140(c) of the California Civil Code and applies to “a sole proprietorship, 

partnership, limited liability company, corporation, association, or other legal entity that is 

organized or operated for the profit or financial benefit of its shareholders or other owners that 

collects consumers’ personal information or on the behalf of which that information is collected 

and that alone, or jointly with others, determines the purposes and means of the processing of 

consumers’ personal information, that does business in the State of California, and that satisfies 

one or more of the following thresholds:  
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(A) Has annual gross revenues in excess of twenty-five million dollars (…). 

(B) Alone or in combination, annually buys, receives for the business’s commercial purposes, 

sells, or shares for commercial purposes, alone or in combination, the personal information of 

50,000 or more consumers, households, or devices.  

(C) Derives 50 percent or more of its annual revenues from selling consumers’ personal 

information.”  

The CCPA defines the term “personal information” broadly as “information that 

identifies, relates to, describes, is reasonably capable of being associated with, or could 

reasonably be linked, directly or indirectly, with a particular consumer or household”, including 

a real name, alias, postal address, social security number, and biometric information (Cal. Civ. 

Code § 1798.140(o)(1)). In particular, personal information is not “publicly available 

information” – “information that is lawfully made available from federal, state, or local 

government records” (Cal. Civ. Code § 1798.140(o)(2)).  

The CCPA does not apply to protected health information that is collected by HIPAA 

covered entities or their business associates (Cal. Civ. Code § 1798.145(c)(1)). However, it 

applies to a great deal of information in so-called “shadow health records” – health data that is 

collected outside of the health system (Price II, Kaminski, Minssen, Spector-Bagdady, 2019, 

p. 449). Thus, the CCPA is a welcome attempt to at least partially fill in legal gaps and improve 

the data protection of individuals.  

4.3.2 Europe  

The General Data Protection Regulation (GDPR – 2016/679) has been applied since 

25 May 2018 (Art. 99(2) of the GDPR) in all EU Member States and introduced a new era of 

data protection law in the EU.  
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The GDPR particularly aims to protect the right of natural persons to the protection of 

personal data (Art. 1(2) of the GDPR). It applies to the “processing of personal data in the 

context of the activities of an establishment of a controller or a processor” in the EU, 

notwithstanding of whether the processing takes place in an EU or non-EU country, such as in 

the U.S. (Arts. 2, 3(1) of the GDPR). In addition, the GDPR may also have implications for U.S. 

companies. For example, the Regulation applies in cases where the processor or controller is 

established in a non-EU country and processes “personal data of data subjects who are in the 

Union” for “the offering of goods or services” (e.g., newspapers and affiliated websites for free 

or for a fee) to such data subject in the EU or for the “monitoring” of the data subjects’ behavior 

(Art. 3(2) of the GDPR; Gerke, 2018). The GDPR also applies where a controller processes 

personal data and is established in a non-EU country, but “in a place where Member State law 

applies by virtue of public international law” (Art. 3(3) of the GDPR). 

Art. 3(1) Art. 3(2) Art. 3(3) 

Processing of personal data Processing of personal data of 

data subjects who are in the 

EU 

Processing of personal data 

In the context of the activities 

of an EU establishment of a 

controller or a processor 

Non-EU establishment of a 

controller or a processor 

Non-EU establishment of a 

controller 

Processing takes place within 

or outside the EU 

The processing activities are 

related to: 

(a) the offering of goods or 

services (paid or for free) to 

such data subjects in the EU; 

or 

(b) the monitoring of the 

data subjects’ behavior as 

far as their behavior takes 

place within the EU 

But in a place where Member 

State law applies by virtue of 

public international law 

Table 2: GDPR’s Territorial Scope 
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The term “personal data” is defined as “any information relating to an identified or 

identifiable natural person (‘data subject’)” (Art. 4(1) of the GDPR). The GDPR defines 

“processing” as “any operation or set of operations which is performed on personal data or on 

sets of personal data, whether or not by automated means”, including collection, structuring, 

storage, or use (Art. 4(2) of the GDPR). Whereas a “controller” is “the natural or legal person, 

public authority, agency or other body which, alone or jointly with others, determines the 

purposes and means of the processing of personal data”, a “processor” means “a natural or legal 

person, public authority, agency or other body which processes personal data on behalf of the 

controller” (Art. 4(7), (8) of the GDPR).  

In the health care context, the definition of “data concerning health” under Art. 4(15) of 

the GDPR is, in particular, relevant: “personal data related to the physical or mental health of a 

natural person, including the provision of health care services, which reveal information about 

his or her health status.” The EU’s GDPR is thus a lot broader in its scope compared to US’ 

HIPAA, which only covers specific health information generated by “covered entities” or their 

“business associates” (discussed in Section 4.3.1).  

According to Article 9(1) of the GDPR, the processing of special categories of personal 

data such as genetic data (Art. 4(13) of the GDPR), biometric data (Art. 4(14) of the GDPR), and 

data concerning health is prohibited. But Article 9(2) of the GDPR contains a list of exceptions 

to paragraph 1 (Gerke, 2018). For example, the prohibition in Article 9(1) of the GDPR shall 

usually not apply in cases where “the data subject has given explicit consent (…) for one or more 

specified purposes” or where the “processing is necessary for reasons of public interest in the 

area of public health” or “for archiving purposes in the public interest, scientific or historical 

research purposes or statistical purposes” (Art. 9(2)(a), (i), and (j) of the GDPR; Gerke, 2018). 
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The EU Member States can also decide to introduce or maintain further requirements, including 

limitations, but only “with regard to the processing of genetic data, biometric data or data 

concerning health” (Art. 9(4) of the GDPR).  

Non-compliance with these GDPR’s conditions shall result in administrative fines up to 

20 million EUR or – if higher – up to four percent of an undertaking’s annual global turnover of 

the previous year (Art. 83(5) of the GDPR). The first fines in the health care context have 

already been imposed under the GDPR. For example, a hospital in Portugal was charged 400 

thousand EUR for two breaches of the GDPR: First, 300 thousand EUR for the permit of 

“indiscriminate access to a set of data by professionals, who should only be able to access them 

in specific cases”; and second, 100 thousand EUR for the incapacity to “ensure the 

confidentiality, integrity, availability and permanent resilience of treatment systems and 

services” (Lusa, 2018). 

The GDPR also contains provisions that are especially relevant to AI-infused medicine. 

For example, where personal data are collected, the controllers must generally provide data 

subjects with information about “the existence of automated decision-making, including 

profiling, referred to in Article 22(1) and (4) and, at least in those cases, meaningful information 

about the logic involved, as well as the significance and the envisaged consequences of such 

processing for the data subject” (Arts. 13(2)(f), 14(2)(g) of the GDPR). In addition, data subjects 

have the right of access to the personal data concerning them that are being processed and the 

information about “the existence of automated decision-making, including profiling, (…) and 

(…) meaningful information about the logic involved, as well as the significance and the 

envisaged consequences of such processing for the data subject” (Art. 15(1)(h) of the GDPR).  
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“Automated decision-making” means a decision that is made – without any human 

involvement – solely by automated means (Working Party, 2018, p. 20). The term “profiling” is 

defined in Article 4(4) of the GDPR as “any form of automated processing of personal data 

consisting of the use of personal data to evaluate certain personal aspects relating to a natural 

person, in particular to analyse or predict aspects concerning that natural person’s performance at 

work, economic situation, health, personal preferences, interests, reliability, behaviour, location 

or movements.” Thus, the term “profiling” is a subset of the term “processing” with two 

additional requirements, namely the processing must be (1) automated, and (2) for evaluation 

purposes (Goodman and Flaxman, 2017, p. 52). 

Under Article 22(1) of the GDPR, data subjects shall also “have the right not to be 

subject to a decision based solely on automated processing, including profiling, which produces 

legal effects concerning him or her or similarly significantly affects him or her.” Article 22(2) of 

the GDPR lists some exceptions to Article 22(1) of the GDPR, but these exceptions do generally 

not apply where decisions are based on genetic and biometric data as well data concerning health 

(Art. 22(4) of the GDPR). 

It is highly controversial, however, whether the GDPR actually grants a “right to 

explanation” and what such a right means (Burt, 2017; Goodman and Flaxman, 2017; Kaminski, 

2018; Wachter, Mittelstadt, and Floridi, 2017). Recital 71 of the GDPR explicitly mentions “the 

right (…) to obtain an explanation of the decision reached after such assessment.” Some scholars 

doubt the legal existence and the feasibility of such a right to explanation of specific automated 

decisions, inter alia, because Recital 71 of the GDPR is not legally binding, and a right to 

explanation is not mandated by the legally binding requirements set out in Article 22(3) of the 

GDPR. (Wachter et al., 2017). Thus, according to this view, there is from the outset no legally 
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binding right of the data subject to receive insight into the internal decision-making process of 

algorithms (Wachter, Mittelstadt, and Russell, 2018), and thus to open the “black boxes” of 

health AI applications. However, if a legally binding right to explanation of specific automated 

decisions does not exist, Articles 13(2)(f), 14(2)(g), 15(1)(h) of the GDPR at least entitle data 

subjects to obtain “meaningful information about the logic involved, as well as the significance 

and the envisaged consequences” of automated decision-making systems (Wachter et al., 2017). 

This information includes the purpose of an automated decision-making system, how the system 

works in general, the predicted impact as well as other system functionality such as decision trees 

and classification structures (Wachter et al., 2017). 

It is also likely that companies that are controllers under the GDPR must carry out a data 

protection impact assessment for new AI-based technologies that shall be deployed in the clinical 

space. In general, Article 35(1) of the GDPR requires such an assessment, prior to the 

processing, for “new technologies” where the processing “is likely to result in a high risk to the 

rights and freedoms of natural persons.” Article 35(3) of the GDPR explicitly states when a data 

protection impact assessment shall especially be required such as in cases of “a systematic and 

extensive evaluation of personal aspects relating to natural persons which is based on automated 

processing, including profiling, and on which decisions are based that produce legal effects 

concerning the natural person or similarly significantly affect the natural person” or “processing 

on a large scale of special categories of data” (e.g., genetic data and data concerning health). 

Recital 91 of the GDPR clarifies that personal data should not be considered “on a large scale if 

the processing concerns personal data from patients (…) by an individual physician.” 

Article 35(7) of the GDPR contains a list of what the assessment shall at least include, such as a 
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description of the envisaged processing operations, an assessment of the risks to the freedoms 

and rights of data subjects, and the measures envisaged to address the risks.  

As complementation to the GDPR, the Regulation (EU) 2018/1807 entered into force in 

December 2018 and has been directly applicable since 28 May 2019 (Art. 9 of Regulation 

2018/1807). This Regulation contains a framework for the free flow of non-personal data in the 

EU by laying down rules to the availability of data to competent authorities, data localization 

requirements, and the porting of data for professional users (Art. 1 of Regulation 2018/1807). It 

applies to the processing of electronic data (other than personal data as defined in Art. 4(1) of 

the GDPR) in the EU, which is either “provided as a service to users residing or having an 

establishment in the Union”, irrespective of whether the service provider is established in an EU 

or non-EU country or “carried out by a natural or legal person residing or having an 

establishment in the Union for its own needs” (Arts. 2(1), 3(1) and (2) of Regulation 2018/1807). 

In cases of data sets composed of personal and non-personal data, the Regulation (EU) 

2018/1807 does also apply to the non-personal data part of such data sets (Art. 2(2) of 

Regulation 2018/1807). However, the GDPR applies in cases where the personal and non-

personal data in data sets are inextricably linked (Art. 3(2) of Regulation 2018/1807). 

4.4 Cybersecurity 

Cybersecurity is another important issue we need to consider when addressing legal 

challenges to the use of AI in health care. In the future, much of the health care related services, 

processes, and products will operate within the IoT. Unfortunately, much of the underlying 

infrastructure is vulnerable to both cyber and physical threats and hazards (U.S. Department of 

Homeland Security, 2019). For example, sophisticated cyber actors, criminals, and nation-states 

can exploit vulnerabilities to steal or influence the flow of money or essential (health care) 
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information (U.S. Department of Homeland Security, 2019). Such actors are increasingly 

developing skills to threaten, harm, or disrupt the delivery of vital (medical) services (U.S. 

Department of Homeland Security, 2019). Targets in the health sector may include hospital 

servers, diagnostic tools, wearables, wireless smart pills, and medical devices (Pinsent Masons, 

2017). All can be infected with software viruses, Trojan horses, or worms that risk patients’ 

privacy and health (Gerke et al., 2019). Moreover, corrupted data or infected algorithms can lead 

to incorrect and unsafe treatment recommendations (Gerke et al., 2019). Hostile actors could get 

access to sensitive data such as health information on patients or could threaten patients’ safety 

by misrepresenting their health. AIs are, in particular, vulnerable to manipulation (Gerke, 

Kramer, Cohen, 2019). For example, Finlayson et al. (2019) have shown in a recent publication 

that the system’s output can completely be changed so that it classifies a mole as malignant with 

100% confidence by making a small change in how inputs are presented to the system (Gerke, 

Kramer, Cohen, 2019).   

The need for increased cybersecurity was shown in the “WannaCry” ransomware attack, 

a global cyber attack using sophisticated hacking tools that crippled the National Health Service 

(NHS) in the UK, hit the international courier delivery services company FedEx and infected 

more than 300,000 computers in 150 countries (Graham, 2017). Events like these not only 

resulted in reactions at national level such as in the UK (Smart, 2018) but also prompted a new 

Cybersecurity Act (Regulation (EU) 2019/881) that came into force on 28 June 2019.   

The new Cybersecurity Act’s goals are to achieve a high level of cyber resilience, 

cybersecurity, and trust in the EU while ensuring the internal market’s proper functioning 

(Art. 1(1)). In particular, it lays down a European cybersecurity certification framework to 

ensure that certified information and communications technology (ICT) products, ICT services, 
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and ICT processes in the EU fulfill an adequate level of cybersecurity (Art. 1(1)(b)). The Act 

also lays down the tasks, objectives, and organizational matter relating to the European Union 

Agency for Cybersecurity (ENISA) (Art. (1)(a)). 

There is also new progress in the U.S.: The Cybersecurity and Infrastructure Security Act 

of 2018 (H.R.3359) was signed into law by President Donald Trump on 16 November 2018 

(U.S. Department of Homeland Security, 2019). This Act (Sec. 2) amended the Homeland 

Security Act of 2002, and, in particular, redesignated the National Protection and Programs 

Directorate of the Department of Homeland Security as the Cybersecurity and Infrastructure 

Security Agency (CISA) (Sec. 2202; 6 U.S.C. 652; Congress, 2018). CISA augments the U.S. 

national capacity to defend against cyber attacks and will help the federal government provide 

cybersecurity tools, assessment skills, and incident response services to safeguard sensitive 

networks (U.S. Department of Homeland Security, 2019). 

While the latest legal developments in the U.S. and Europe will hopefully promote the 

safety of AI-driven products, services, and processes in the health care sector, cyber-attacks are 

often a global issue; data sharing and breaches frequently do not stop at the U.S. or European 

borders but occur around the world (Gerke et al., 2019). Thus, there is the need for an 

internationally enforceable, large-scale regulatory framework on cybersecurity that ensures a 

high level of cybersecurity and resilience across borders (Gerke et al., 2019). It will not be easy 

to set up such a framework since it will require to properly balance the different interests of all 

stakeholders involved. (Gerke et al, 2019). 

4.5 Intellectual Property Law 

Translating AI and big data into safe and effective “real world” products, services, and 

processes is an expensive and risky venture. As a result, the commercial protection of AI and 
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data-driven health care/life science technologies have become an exceedingly important topic 

(The Economist, 2017; Carrier, 2011, Katz and Shapiro, 1992; Lemley and Shafir, 2011). At the 

same time, there are continuing discussions about open science and innovation and the primary 

objective of more data sharing as well as increasing debates over access to such technologies and 

the pertinent data (Carrier, 2011; Lemley and Shafir, 2011). 

AI – and the data that fuels it – can be protected by various intellectual property rights 

(IPRs), typically involving a combination of long contracts, copyright, trade secrets/the law of 

confidence, and/or – in Europe – database rights, as well as may also comprise competition law 

and personal data integrity rights (Burbidge, 2017; Minssen and Schovsbo, 2018, p. 123). The 

result is that data are frequently the subject of litigation (Burbidge, 2017; Minssen and Schovsbo, 

2018, p. 123). Thus, it has been suggested that more regulations for data-generating internet 

giants are necessary as well as that the new data economy requires a better approach to 

competition and antitrust rules (Burbidge, 2017; Minssen and Schovsbo, 2018, p. 123). 

The combination of big data and IPRs creates challenges that need to be addressed such 

as access to data and ownership rights (Minssen and Pierce, 2018, p. 311). In particular, in cases 

of data mining and data analytics, various forms of IPRs might protect the references to or 

copying of databases and information (Minssen and Pierce, 2018, p. 311). However, users will 

need to rely on an exemption to IPR infringement where data is not licensed or owned (Minssen 

and Pierce, 2018, p. 311). This circumstance has led to vigorous disputes between stakeholders, 

especially data scientists and data “owners” (Minssen and Pierce, 2018, p. 311). Moreover, in the 

context of big data applications, there is a lot of misunderstanding about the nature, the 

availability, and legal effects of overlapping rights and remedies.  
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For example, copyrights might protect the software that helps to collect and process big 

data sets. However, due to the somewhat unstructured nature of the non-relational databases – a 

typical characteristic of big data sets and the material they contain – the traditional role and 

purpose of copyrights and the EU’s sui generis right in databases have been called into question 

(Gervais, 2019).  

With regard to patents, recent case law in Europe (e.g., the German Federal Supreme 

court case on receptor tyrosine kinase and the UK Illumina case) and the U.S. (e.g., the landmark 

cases Mayo, Myriad, and Alice) might have an impact on precision medicine with its aim to 

better tailoring treatment to the need of patients in three areas, namely (1) biomarkers and nature-

based products, (2) diagnostics, as well as (3) algorithms, big data, and AI (Aboy et al., 2019). In 

the U.S., recent patent law decisions made it harder – but not impossible – to obtain patent 

protection for precision medicine inventions, whereas in Europe, a less stringent standard of 

patent eligibility is applied such as for nature-based biomarkers (Aboy et al., 2019). 

Drug companies will most likely use AI systems to expand their traditional drug patent 

portfolio (Gervais, 2019; Maloney, 2019). However, AI systems could also be used by 

competitors or patent examiners to predict incremental innovation or to reveal that a patent was 

ineligible for patent protection due to, for example, the lack of novelty or inventive step 

(Gervais, 2019; Maloney, 2019). Furthermore, trade secret law, in combination with 

technological protection measures and contracts, can protect complex algorithms, as well as data 

sets and sets of insights and correlations generated by AI systems (Gervais, 2019). 

Some rights, such as copyrights and trade secrets, are becoming more and more crucial 

for the commercial protection of big data (Minssen and Pierce, 2018, p. 323). Other rights, such 

as patents, may not always be applicable, or they may be tactically used in novel ways (Minssen 
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and Pierce, 2018, p. 323). While more flexible data exclusivity regimes could perhaps address 

some of the issues posed by traditional IP protections for chemical and pharmaceutical products, 

it is clear that these developments raise considerable doctrinal and normative challenges to the 

IPR system and the incentives it creates in a variety of areas (Gervais, 2019; Minssen and Pierce, 

2018). Moreover, the full effect and purpose of some IPRs (e.g., as data aggregators) are unclear 

in the context of big data innovation and need additional study (Minssen and Pierce, 2018, 

p. 323; Burk, 2015). The un/availability of such rights could not only lead to underinvestment in 

some areas due to a lack of incentives but also block effects for anticommons scenarios and open 

innovation in other areas (Minssen and Pierce, 2018, p. 323). Furthermore, the interaction 

between IPRs and data transparency initiatives and their possible impact on public-private 

partnerships or open innovation scenarios should be clarified (Minssen and Pierce, 2018, p. 323). 

For different technological applications, differentiated approaches and IPR user modalities will 

need to be taken into account and discussed (Minssen and Pierce, 2018, p. 323). 

It becomes apparent that more data sharing is necessary in order to achieve the successful 

deployment of AIs in health care on a large scale. Stakeholders such as companies, agencies, and 

health care providers need to increasingly consider with whom they are going to collaborate and 

what data sets under what conditions they are going to share. Some stakeholders are reluctant 

and refuse to share their data due to, for example, a lack of trust, previous spending on data 

quality or the protection of commercial and sensitive personal data (Minssen and Schovsbo, 

2018, p. 123). To resolve these tensions, legal frameworks would be desirable that promote and 

incentivize data sharing through, for example, data sharing intermediaries (Richter and 

Slowinski, 2019) and public-private partnerships, while ensuring adequate protection of data 

privacy. In cases where stakeholders such as companies act unfairly and collude to entirely 
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control a market where competition and access are essential for health care, the hope is that more 

refined competition and antitrust law tools can intervene. To serve this role, competition and 

antitrust law will need to become more future-oriented to better understand and predict the 

dynamics and developments of big data and AI in the health care sector. The value of data differs 

and often depends on multiple factors, including its usage and uniqueness (Kamenir, 2018, p. 2). 

For instance, diverse data that provides a multitude of signals appears to be more useful and thus 

valuable since ML is a dynamic experimentation process (Kamenir, 2018, p. 2). It could also be 

the case that particular combinations where patient data or other medical data is a crucial asset 

may result in market power if the data is unique and not replicable (Kamenir, 2018, p. 2). 

5 Conclusion 

In this chapter we have given an overview of what AI is, and have discussed the trends 

and strategies in the U.S. and Europe, thereby focusing on the ethical and legal debate of AI in 

health care and research. We have seen that the U.S. has taken a more free-market approach than 

Europe and that several AI products such as IDx-DR – the first FDA authorized autonomous AI 

diagnostic system – have already entered the U.S. market. According to one forecast, AI has the 

potential to contribute up to 13,33 trillion EUR to the worldwide economy in 2030, and the 

regions that are estimated to gain the most from AI are likely to be China and North America, 

followed by Southern Europe (European Commission, 2018d, pp. 2, 3). In contrast, Europe 

emerges as a global player in AI ethics. In particular, the European Commission’s High-Level 

Expert Group on AI published Ethics Guidelines for Trustworthy AI in April 2019. 

We have also discussed four primary ethical challenges that need to be addressed to 

realize the full potential of AI in health care: (1) informed consent to use, (2) safety and 

transparency, (3) algorithmic fairness and biases, as well as (4) data privacy. This has been 
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followed by an analysis of five legal challenges in the U.S. and Europe, namely (1) safety and 

effectiveness, (2) liability, (3) data protection and privacy, (4) cybersecurity, and (5) intellectual 

property law. In particular, it is crucial that all stakeholders, including AI makers, patients, health 

care professionals, and regulatory authorities, work together on tackling the identified challenges 

to ensure that AI will be successfully implemented in a way that is ethically and legally. We need 

to create a system that is built on public trust to achieve a desirable societal goal that AI benefits 

everyone.  

Informed consent, high levels of data protection and privacy, cyber resilience and 

cybersecurity, algorithmic fairness, an adequate level of transparency and regulatory oversight, 

high standards of safety and effectiveness, an optimal liability regime for AIs are all key factors 

that need to be taken into account and addressed to successfully create an AI-driven health care 

system based on the motto “Health AIs for All of Us”. In this regard, we not only need to rethink 

current regulatory frameworks and update them to the new technological developments. But it is 

also important to have public and political discussions centered on the ethics of AI-driven health 

care such as its implications on the human workforce and the society as a whole. AI has 

tremendous potential for improving our health care system, but we can only unlock its potential 

by already starting now to address the ethical and legal challenges facing us. 
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